This paper presents a direct predictive speed control strategy to control a permanent magnet synchronous motor (PMSM) fed by a three-level neutral-point clamped converter (NPC). A new cost function is proposed by incorporating the speed dynamic, the current dynamic and the system constraints to have a good performance without additional outer-loop PI speed controller. The current dynamic added to cost function is based on the concept of the sliding mode control (SMC). Moreover, a load torque observer is used for better performance of the proposed method and the stability of the observer is presented. By combining new reference value of the current into the cost function, the necessity to multiple horizon in the predictive speed control (PSC) is obviated, the effects of the current dynamic on the transient conditions is considered so current distortion and torque fluctuation is reduced considerably and the controller acts as fast as an original direct speed control without cascade structure. Simulation results using MATLAB/SIMULINK demonstrate the performance of the proposed scheme. © 2020 Journal of Energy Management and Technology
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1. INTRODUCTION

PMSMs have been widely applied in many applications such as electric vehicles, wind turbine, robot manipulators and industrial equipment. This wide variety of usage is because of the advantages of the PMSM such as fast dynamic response due to its low inertia, high power density, high efficiency and accurate speed/position tracking compared with the induction motors [1, 2].

There are many control methods for PMSMs. Among them, the field oriented control (FOC) and direct torque control (DTC) are the most common strategies [3, 4]. Windup problem, mutual impact of controlled variables and bandwidth limitation lead to some difficulties in the FOC schemes [5]. The DTC utilizes switching-table to directly control the motor torque. Since the output voltage vectors are not always optimal, this method suffers from high torque and stator flux ripples [6, 7].

One of the effective methods for controlling PMSMs, is model predictive control (MPC) which is of great interest in recent years for many industrial applications [8–11]. Simple treatment of constraints, multivariable structure, and ability of dead time compensation makes MPC one of the best choices for drive systems [12–15]. There are two main categories for the MPC, i.e., continuous control set MPC (CCS-MPC) and finite control set MPC (FCS-MPC) [5, 16]. The former one needs a modulator to
generate gate signals, while the latter one takes advantage of the fact that the number of possible switching states are limited, and thereby it is possible to predict the effects of each voltage space vector (VSV) to determine the best VSV for the next sampling time [17].

FCS-MPC has been used to control the current [16–18] and torque of AC machines as predictive torque control (PTC) in several converter topologies [19, 20]. In most topologies, there is a cascade structure for the speed control. In [21], a predictive speed controller along with a proportional-integral (PI) controller have been analyzed, in which the cascade PI controller delivers the current/torque reference to an inner current control loop.

Direct predictive speed control (DPSC) without the cascade structure is also possible as explained in [22, 23]. In [23], a DPSC strategy for the two-mass system is discussed in which a higher bandwidth speed control than the classical strategies has been provided. In [24], a single optimization algorithm without the cascade structure has been employed to generate the control action for the direct speed control purpose.

Comparing to the current dynamic, the mechanical dynamic is sluggish and this difference between the time constants enforce the designer to consider a longer prediction horizon for DPSC [25]. Moreover, elimination of the outer PI controller not only brings the stability issues, but also decreases the system performance and causes the steady state error [26]. In [27], the authors proposed a new DPSC method by introducing a cost function related to the speed and current dynamics. To achieve better performance, the current reference is constructed based on the speed tracking error and its integral in discrete manner.

In this paper, we propose a DPSC structure to tackle the aforementioned problems. A new cost function is introduced, by incorporating the speed and current dynamics and the system constraints, to have a superior response without additional PI speed controller. To have both benefits of the direct and indirect speed control schemes, we construct the current reference value based on the concept of the sliding mode control (SMC) and apply it to the MPC controller. Therefore, not only stability is considered in the presence of the mechanical model uncertainties, but also the advantages of the MPC is fulfilled.

By considering new reference value of the current in the cost function, necessity to multiple horizon in the PSC is obviated, effects of the current dynamic under the transient conditions is considered and the controller acts as fast as an original direct speed control without the cascade PI controller. Moreover, because of the inherent robust capability of the SMC, the controller has better performance in the presence of the mechanical uncertainties.

This paper proceeds as follows. The models of the motor and convertor are discussed in Section 2. Section 3 presents the procedure of cost function formation and current reference. In Section 4, the load torque and speed observation and their effects on speed prediction are discussed. Finally, the effectiveness of the method is verified by comparing the simulation results with a newly developed PSC method, in Section 5.

### 2. MOTOR AND INVERTER MODEL DESCRIPTION

Fig. 1 shows the PMSM and three-level NPC inverter. Continuous model of a surface-mounted PMSM in rotor flux orientation is as Eq. (1) [26] and parameters are described in nomenclature section.

#### Table 1. The switching states of one phase of three-level NPC inverter

<table>
<thead>
<tr>
<th>$S_x$</th>
<th>$S_{x1}$</th>
<th>$S_{x2}$</th>
<th>$S_{x3}$</th>
<th>$S_{x4}$</th>
<th>$U_x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P \approx 1$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$V_{DC}/2$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$N \approx -1$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$V_{DC}/2$</td>
</tr>
</tbody>
</table>

$$\frac{dv}{dt} = \frac{1}{L_e} \left( v_d - R_s i_d + \omega_e L_q i_q \right)$$

$$\frac{dv}{dt} = \frac{1}{L_e} \left( v_q - R_s i_q - \omega_e L_d i_d - \omega_e \psi_m \right)$$

$$\frac{d\omega}{dt} = \frac{Z_p}{J} \left( 2 z_p \psi_m - \frac{B_p}{Z_p} \omega_e - T_L \right)$$

**Fig. 1.** The PMSM and NPC inverter topology.

Furthermore, $v_d$ and $v_q$ are the voltage vectors in d-q reference frame that are associated with switching states, $U = \begin{bmatrix} U_d & U_b & U_c \end{bmatrix}^T$, 

$$M = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}$$

$$D = \frac{2}{3} \begin{bmatrix} 1 & -\sqrt{3}/2 & -1/2 \\ -\sqrt{3}/2 & 1 & -\sqrt{3}/2 \end{bmatrix}$$

where $D$ is Clarke transformation matrix, $M$ is Park transformation matrix and $\theta$ is the electrical angle of the rotor [27]. Moreover, $U$ is the output voltage of the inverter and can be expressed as function of the capacitor voltage $V_{dc}$ and switching state, $S_x$, i.e.: 

$$U_x = \frac{S_x (S_x + 1)}{2} v_{c1} + \frac{S_x (S_x - 1)}{2} v_{c2}$$

where $S_x$ is switching the state variable for phase x with $x = a, b, c$, and it has three possible values, i.e., $S_x = \{ N, 0, P \}$ or $S_x = \{-1, 0, +1\}$ that represents $\{-V_{DC}, 0, +V_{DC}\}$ voltages.

Table 1 shows all possible switching states. To prevent DC link capacitor short circuit, $S_{x1} = 1 - S_{x1}$ and $S_{x4} = 1 - S_{x2}$.

A discrete model of PMSM is needed for FCS-MPC. When we have high calculation burden, a simple discretizing method with good performance should be selected. Here, the model discretized using Euler method [28] as Eq. (4) and (5).
\[
\frac{dx(t)}{dt} = \frac{x(t) - x(t-1)}{T_s}
\]  
(4)

where \(T_s\) is sampling time.

\[
i_d[k+1] = \left(1 - \frac{TR}{T_s}\right)i_d[k] + \frac{T_s}{2} \hat{V}_d[k] + T_s \omega_e[k] i_q[k] \\
i_q[k+1] = \left(1 - \frac{TR}{T_s}\right)i_q[k] - \frac{T_s}{2} \hat{V}_q[k] - T_s \omega_e[k] i_d[k] \\
\omega_e[k+1] = \left(1 - \frac{TR}{T_s}\right) \omega_e[k] + T_s \left(\frac{3}{2} \frac{Z_p \psi_m q}{L} [k] - T_L\right)
\]  
(5)

Keeping the neutral point voltage \(V_n\) at zero is very important, because the voltage unbalance has negative impact on the output voltage and the semiconductor switch stress [27]. FCS-MPC has the ability to control \(V_n\) by designing a factor of this item in cost function. We can predict the voltage of the neutral point by measuring three-phase currents and switching states as follows [29]:

\[
\frac{dV_n}{dt} = \frac{dV_{a}}{dt} - \frac{dV_{c}}{dt} = \frac{1}{3} \left( I_{Sp} - I_{Sn} \right)
\]  
(6)

**3. COST FUNCTION AND CURRENT REFERENCE FORMATION**

In the conventional DPSC, the reference speed \(\omega^*_r\) is compared with the predicted speed \(\omega^*_p\) and the optimal voltage vector will be selected when the error is minimum. As the dynamic of speed is very slow compared to current dynamic, for better performance, the MPC needs a longer prediction horizon [25]. Regardless of the horizon, outer controller is needed to provide the current reference so that increase the robustness of the system against the model inaccuracy.

Fig. 2. (a) The conventional speed control system, (b) The direct speed control system.

By incorporating the current and speed dynamic in the single cost function, the controller has the advantages of both direct and indirect speed control schemes and performs good transient response while the robustness against the model uncertainty is achievable.

To choose the combination of switches which is optimal to exert to inverter, the MPC needs a cost function. Our cost function has three parts. \(C_T\) is the part that should drive to zero, \(C_C\) describes tracking variables and \(C_R\) is constraint part. The zero part includes the neutral point voltage and an equation for maximum torque per ampere (MTPA) criteria [30, 31], and the tracking part includes the speed and q-axis current errors:

\[
C_T = \lambda_m (\psi_{C1} - \psi_{C2})^2 + \lambda_{id} \left( i_d + \frac{L_d - L_m}{A} \left( i_d^* - i_q^* \right) \right)^2
\]
\[
C_R = \left\{ \begin{array}{ll}
\lambda_{in} \left( \sqrt{i_d^2 + i_q^2} - I_m \right) & \text{if } \sqrt{i_d^2 + i_q^2} > I_m \\
0 & \text{otherwise}
\end{array} \right.
\]  
(7)

\(\lambda_{in}\) is constraint part. The weighting factor selection is still an open challenge. However, there are already some proposals in the literature [32]. A simple yet powerful method is the normalization. At this method, first step is to normalize
the errors with different units. After that their values will be determined by heuristic optimization methods or trial and error, by checking the performance of the controller under different situations. At last, the cost function for the proposed PSC to find optimal switching combination is as below:

\[ g = C_Z + C_T + C_R \]  

(10)

4. LOAD TORQUE OBSERVER

Eliminating the sensors used to measure the variables of PMSM increases its reliability and applicability and leads to schemes with more compact constructions and lower costs [33]. Based on Eq. (5) and Eq. (9), the load torque value, \( T_L \), has direct influence on the controller performance. Therefore, a conventional sliding mode observer (SMO) is adopted to accurately and quickly estimate \( T_L \), assuming that the speed sensor is available.

\[
\begin{align*}
\dot{\omega}_e &= \frac{Z_q}{I_e} \left( T_e - T_L - \frac{B_2}{\lambda} \omega_e \right) \\
\dot{\omega}_q &= \frac{Z_e}{I_e} \left( T_e - T_L - \frac{B_1}{\lambda} \omega_e \right) \\
e &= \omega_e - \dot{\omega}_e 
\end{align*}
\]

(11)

If we choose \( \dot{T}_L \) as Eq. (12), the observer will be stable and reaching speed can be manipulated using \( k \) and \( k_{sw} \), the proof is presented in Appendix A;

\[
\dot{T}_L = \frac{B V}{Z_p} e - k_{sw} \text{sgn} (e) - k_o e 
\]

(12)

5. SIMULATION RESULTS

In order to demonstrate the performance of the proposed method, in this section, the proposed method is compared with two other methods reported in [25], as an ordinary direct speed control with one step horizon for two-level back-to-back converter, and [27] that tries to reduce the speed and torque fluctuations by incorporating a current parameter to the objective function. Although there are many works on DPSC strategy for PMSM, they can generally be categorized into two main groups. First one is based on only the speed of PMSM, where [25] is a prestigious work for these methods and second group is based on speed and current (or torque) control, where [27] is one of the best representative for this type of DPSC. The results of some other methods like FOC [3] have been reported in these references and we do not show them here. For summarization, we have compared our results with [25, 27] as the representatives of these two groups, and for comparing to more studies, we refer the reader to the comparisons inside [25, 27]. The following equation shows the tracking terms of [25, 27] where the first term is for [25] and the latter is for [27]. It is worth mentioning that in [27], the current reference value is based on PI controller.

\[
\begin{align*}
C_T &= \lambda \omega (\omega_e - \omega)^2 \quad [25] \\
C_T &= \lambda \omega (\omega_e - \omega)^2 + \lambda_1 i_q (i_q - i_q^{*})^2 \\
i_q^{*}[k] &= i_q^{*}[k - 1] + k_1 (\omega_e^{*}[k] - \omega [k]) \\
&+ k_2 (\omega_e^{*}[k - 1] - \omega [k - 1]) \quad [27]
\end{align*}
\]

(13)

Table 2 shows all the parameters of the system. The simulations are carried out using MATLAB/Simulink. All simulations are performed using the same parameters, sampling rate and observer characteristic. Fig.3 shows the variation of load torque reference and the observer output for actual and estimated value. We have also assumed that there exist inaccuracies about 33% of nominal values of some mechanical system parameters, i.e., \( J_m \) and \( B_p \). It can be seen that the observer can estimate the load torque quickly and accurately using the parameters in Table 2.

![Fig. 3. The load torque real value and observed value.](image)

Fig.4 demonstrates the speed reference, load torque variation and motor speed during the simulation. The reference speed starts from 20 rad/s , at t=1s drops to -20 rad/s and finally at t = 1.405s changes to 10 rad/s. Fig.5 shows some zooms with more details in the results of Fig.4 in different ranges.

![Fig. 4. (I) The reference speed and torque variation during simulation, (II) the reference speed with the system speed responses for different methods.](image)
Fig. 5. Zoom in results of Fig.4, the PSC of [25], (solid, black), the PSC of [27] (solid, green) and the proposed method (solid, blue).

Fig. 6. The d- and q-axis current of the proposed method (blue), the method of [25] (Black) and the method of [27] (green).

To have a quantitative criterion for the current distortion, using Eq. (14), the results are given in Table 3. It can be observed that for $i_d$, the difference between MSEs are noticeable, but for $i_q$, they are almost equal. This is due to the fact that in this type of PMSM ($L_q = L_d$), $i_d$ does not have any participation in the speed control and thus controlling $i_d$ is identical for all the mentioned methods.

![Fig. 5](image_url)

![Fig. 6](image_url)

**Table 3.** Mean square error of the d- and q- axis currents for $t=0.55s$ to $t=0.56s$

<table>
<thead>
<tr>
<th></th>
<th>PSC from [25]</th>
<th>PSC from [27]</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE($i_d$)</td>
<td>250</td>
<td>4.46</td>
<td>0.08</td>
</tr>
<tr>
<td>MSE($i_q$)</td>
<td>0.0746</td>
<td>0.0616</td>
<td>0.0859</td>
</tr>
</tbody>
</table>

$$MSE = \frac{1}{N} \sum_{j=1}^{N} (i_x(j) - M(i_x))^2$$

$$x = \begin{cases} d, q & M(i_x) = \frac{\sum_{j=1}^{N} i_x(j)}{N} \end{cases}$$

(14)

The electromagnetic torque performance in steady state and transient mode is a very important issue in the motor control, because high ripples in $T_e$ will have unsatisfactory effects on the motor shaft. Fig. 7 shows $T_e$ variation over the simulation time. It can be observed that during the transient time, the proposed method have a fast non-oscillatory response. Moreover, it is clear that because of the relation between $T_e$ and $i_q$, they have the same behavior and all arguments about $i_q$ is also true for $T_e$ in steady state.

![Fig. 7](image_url)

![Fig. 8](image_url)

**Fig. 7.** The torque variation during simulation.

Finally, in Fig.8, d- and q-axis currents, their reference and limitation are illustrated to show that FCS-MPC can successfully manage the current limitation.

**Fig. 8.** The d- and q-axis currents with their reference values and limitations.

6. CONCLUSION

In this paper, a DPSC method with one step prediction horizon has been proposed for controlling the speed of PMSM. Since knowing the load torque value has great impact on the controller performance, a simple sliding mode observer is designed to estimate the load torque quickly and accurately.
By considering new reference value of the current into cost function, not only the stability issue is addressed, but also necessity to multiple horizon in PSC is obviated. Furthermore, the effects of the current dynamic on the transient conditions is considered and the controller acts as fast as an original direct speed control without the cascade structure.

The simulation results compared with the existing methods, have shown that the proposed method causes very lower ripple in the current and electromagnetic torque, as an example, for q-axis current it can be seen that the proposed method MSE is about 1.79 percent of PSC from [27] and less than 0.04 percent of the PSC from [25]. Moreover, when the step changes of the speed and load torque applied to system, the proposed controller has fast response with lower overshoot.

In summary, the main advantages of the proposed method compared with the existing methods are as follows. The proposed method uses a direct method with just one step prediction horizon and we need to check less voltage vectors. Therefore, it will consume much less calculation time and lower computation burden compared with other methods and thereby it has shown satisfactory results as shown in the simulation section. Moreover, the proposed method uses sliding mode observer and SMC concepts to generate a reference signal for predictive part. Utilizing a new way for current reference formation like SMC strategy helps us to enhances the stability due to the elimination of outer control loop (as shown in Appendix A). Moreover, SMO increases the robustness of the system against uncertainties and there is no need to use the load torque sensor.
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APPENDIX A

The load torque observer stability proof:

Consider the speed dynamic estimation as Eq. (15):

\[
\dot{\omega}_e = \frac{Z_p}{J_m} \left( T_e - \dot{T}_L - \frac{B_p}{Z_p} \omega_e \right)
\]  

(15)

\( \dot{T}_L \) is the estimation of the load torque or the lumped sum disturbance. Consider the error of speed estimation as:

\[
e_1 = \omega_e - \dot{\omega}_e
\]

(16)

By selecting a simple quadratic Lyapunov function and derivating it, we have:

\[
V = \frac{1}{2} e_1^2 \Rightarrow \dot{V} = e_1 \dot{e}_1 = e_1 \frac{Z_p}{J_m} \left( -\frac{B_p}{Z_p} (\omega_e - \dot{\omega}_e) - T_L + \dot{T}_L \right)
\]

\[
V = e_1 \frac{Z_p}{J_m} \left( -\frac{B_p}{Z_p} e_1 - T_L + \dot{T}_L \right)
\]

(17)

If we choose \( \dot{T}_L \) as Eq. (18):

\[
\dot{T}_L = \frac{B_p}{Z_p} e_1 - k_{swo} sgn (e_1) - k_o e_1
\]

(18)

By substituting Eq. (18) into Eq. (17), the derivative of Lyapunov function is:

\[
\dot{V} = e_1 \frac{Z_p}{J_m} \left( -k_{swo} sgn (e_1) - k_o e_1 - T_L \right)
\]

\[
= e_1 \frac{Z_p}{J_m} \left( -k_o e_1^2 - k_{swo} \left| e_1 \right| - T_L e_1 \right)
\]

(19)

\[
\Rightarrow \dot{V} \leq e_1 \frac{Z_p}{J_m} \left( -k_o e_1^2 - k_{swo} \left| e_1 \right| + \left| T_L \right| \left| e_1 \right| \right)
\]

By considering that \( T_L \) is bounded, i.e., \( T_L \leq D_1 \), then:

\[
\dot{V} \leq e_1 \frac{Z_p}{J_m} \left( -k_o e_1^2 - k_{swo} \left| e_1 \right| + D_1 \left| e_2 \right| \right)
\]

\[
= e_1 \frac{Z_p}{J_m} \left( -k_o e_1^2 - (k_{swo} - D_1) \left| e_1 \right| \right)
\]

(20)

\[
if \ k_{swo} > D_1 > 0 \ & \ k_o > 0 \ \Rightarrow \dot{V} < 0
\]

The current reference value evaluation and stability proof:

For the electrical speed dynamic, we rewrite Eq. (1) as:

\[
\dot{\omega}_e = a i_q - b T_L - c \omega_e
\]

(21)

where \( a, b \) and \( c \) are introduced in Eq. (9). By considering the error as \( e_2 = \omega_e^* - \omega_e \) and Lyapunov function as \( V = 1/2 \left( e_2^2 \right) \), while assuming that \( T_L \) is observed using observer, we should design \( i_q \) that way \( V \leq 0 \) and \( V (0) = 0 \).